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Abstract

In this paper we study the effects of transmis-
sion noise on fixed-length coded wavelet coeffi-
cients. We extend our previous work on maxi-
mum a posteriori detectors [1] to include inter-
bitplane information and determine which trans-
mitted codeword was most likely corrupted into
a received erroneous codeword. We present a
simple method of recovering from these errors
once detected and demonstrate our restoration
methodology on scalar-quantized wavelet coeffi-
cients that have been transmitted across a binary
symmetric channel.

1 Introduction

The wavelet transform [2] is a tool for space-
frequency analysis that uses wavelet basis func-
tions to decompose signals in L?(R) into distinct
frequency subbands, each of which corresponds
to different scale information. The 2-dimensional
discrete wavelet transform (DWT) decomposes
an image into high and low frequency components
along each image dimension. Figure 1 shows a
3-level DW'T. Wavelets used for lossy transform
compression have provided some of the best com-
pression performance to date [3, 4]. The ques-
tion of robustness to transmission noise and er-
ror is beginning to be explored; many of these
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encoded bit streams are not robust when trans-
mitted without explicit error control codes [5].
We use a discrete wavelet image that has been
quantized by an organized quantizer to present a
simple method of recovering from bit errors intro-
duced by a binary symmetric channel.

We use fixed-length scalar quantization code-
books that have been organized progressively. As
a result, errors in the most significant bits of a
codeword index result in large changes in the co-
efficient value, which are easily detected, while er-
rors in the least significant bits of a codeword in-
dex result in only minor changes in the coefficient
value, rendering them less important to correct.
Our motivations for using scalar quantization are
that (1) it has been widely studied and (2) it pro-
vides a clear framework within which to study the
effects of channel noise on codeword indexes.

2 Approach

Our algorithm exploits the redundancy, or cor-
relation, that remains in the low-frequency sub-
bands. Because of that redundancy, a coefficient’s
neighbors can give some insight into the expected
range of values for the central coefficient. If a co-
efficient has a value that is outside of the expected
range, it is possible that the codeword index has
been corrupted by bit errors. For low bit error
rates (less than 5%), it is also probable that an
erroneous codeword index differs in only one bit
from the correct one.

Our correction algorithm has two components.
The first component corrects bit errors in code-
word indexes, while the second modifies coeffi-
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Figure 1: The ten subbands in a 3-level Discrete
Wavelet Transform. The lowest-frequency infor-
mation is in the s3-s3 subband and the highest-
frequency information is in the d1-d1 subband.

cient values directly. The bit-correction compo-
nent begins by examining the eight neighbors of
the received codeword, as in Figure 2, and sort-
ing them in ascending order of the coefficients. It
then discards the highest and lowest values on the
supposition that they might be erroneous, and de-
termines if the central coefficient falls within the
range determined by the remaining values.

If the central coefficient falls outside of that
range, it is deemed a probable error. When that
situation occurs, the bit-correction component
compares all codewords with a Hamming distance
of one from the erroneous codeword, and selects
the one that would best fit within the previously
established range. Note that this is similar to me-
dian filtering, but we examine a broad range of
replacement values and only correct the bit that
was the most likely to be corrupt.

The second component applies essentially the
same approach as the first component; however,
it corrects coefficient values instead of codeword
indexes. This component employs a non-linear fil-
ter: if the central coefficient is within the range of

Figure 2: The eight neighboring coefficients of the
central codeword.

expected values after discarding the highest and
lowest neighbors, then the central coefficient is
left unchanged. Otherwise, it is replaced with
the value of the nearest remaining neighbor.
Our correction method begins by applying the
bit-correction component to the indexes of the
s3-s3 subband from Figure 1. The indexes are
then converted to actual coefficient values, and
the non-linear filter is applied to the s3-s3 sub-
band. From that point on, reconstruction of one
level of the DWT alternates with an application
of the non-linear filter to the newly constructed
subband. For example, the corrected s3-s3 sub-
band is combined with the raw s3-d3, d3-s3, and
d3-d3 subbands, using an inverse DWT to gener-
ate the raw s2-s2 subband. The non-linear filter
is then applied to the raw s2-s2 subband. Next,
the corrected s2-s2 subband is combined with the
raw s2-d2, d2-s2, and d2-d2 subbands to generate
the raw s1-s1 subband, which is then non-linear
filtered, and so on. This process is repeated un-

til the entire reconstructed image is obtained and
filtered.

3 Results

To determine the effectiveness of the combina-
tion of codeword index replacement and recur-
sive application of non-linear filtering, we used
the standard 8-bit 512 x 512 Lenna. We chose
a 3-level DWT using the Daubechies 4-tap filter,
quantized each subband at 8 bits per coefficient,
and introduced errors into the bits at a rate of 1
percent. Figure 3 shows the reconstructed image
without correction.



Figure 3: A reconstruction of Lenna without any
correction. The PSNR is 23.74 dB.

An example of the progression of our algorithm
as it corrects an image is presented in Figures 4, 5,
and 6. The final reconstructed image is presented
in Figure 7. Compare it to the image in Figure 3
when no correction is used.

The peak signal-to-noise (PSNR) is 23.74 dB
for the received image in Figure 3 and 27.54 dB
for the corrected image in Figure 7. In this case,
our correction method increased the PSNR by
3.80 dB, with an obvious improvement in picture
quality. We also tested some other filtering meth-
ods. A 3x3 median filter on the uncorrected im-
age resulted in a PSNR of 25.30 dB, while a 3x3
averaging filter yielded a PSNR of 25.13 dB.

4 Summary

The performance of our correction method is
based upon exploiting the correlation between a
wavelet coefficient and its neighbors. In the ini-
tial bit-correction step, our algorithm finds the
codeword index that is the best match for the
codeword’s neighborhood. In the subsequent co-
efficient filtering steps, it uses a non-linear filter
that moves outliers closer to the median. By al-
ternating a reconstruction phase with a correction

phase, our method corrects errors at each scale of
the image.

5 Future Work

In our future work, we will examine the situ-
ation in which an image is transmitted across a
packet loss channel. Although some preliminary
work in this area has been done [6], we think
unequal error protection schemes look promis-
ing. They have worked well with the transmis-
sion of video sequences [7] and our preliminary
results [8] indicate that they are also promising
for the transmission of still images.
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Figure 4: The received s3-s3 subband of the
Lenna image magnified by a factor of 8 (top).
The corrected s3-s3 subband (bottom).

Figure 5: The raw s2-s2 subband of the Lenna
image magnified by a factor of 4. It is gener-
ated from the corrected s3-s3 subband and the
raw $3-d3, d3-s3, and d3-d3 subbands (top). The
corrected s2-s2 subband (bottom).



Figure 6: The raw sl-sl subband of the Lenna
image magnified by a factor of 2. It is gener-
ated from the corrected s2-s2 subband and the
raw s1-d1, d1-s1, and d1-d1 subbands (top). The
corrected s1-s1 subband (bottom).

Figure 7: The raw entire Lenna image. It is gen-
erated from the corrected s1-s1 subband and the
raw s1-d1, d1-s1, and d1-d1 subbands (top). The
final corrected image with a PSNR of 27.54 dB
(bottom).



